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Abstract

Many machine learning applications require operating on a spatially distributed dataset.
Despite technological advances, privacy considerations and communication constraints may
prevent gathering the entire dataset in a central unit. In this paper, we propose a dis-
tributed sampling scheme based on the alternating direction method of multipliers, which
is commonly used in the optimization literature due to its fast convergence. In contrast
to distributed optimization, distributed sampling allows for uncertainty quantification in
Bayesian inference tasks. We provide both theoretical guarantees of our algorithm’s con-
vergence and experimental evidence of its superiority to the state-of-the-art. For our the-
oretical results, we use convex optimization tools to establish a fundamental inequality on
the generated local sample iterates. This inequality enables us to show convergence of the
distribution associated with these iterates to the underlying target distribution in Wasser-
stein distance. In simulation, we deploy our algorithm on linear and logistic regression
tasks and illustrate its fast convergence compared to existing gradient-based methods.

Keywords: Markov chain Monte Carlo, distributed algorithms, sampling, alternating
direction method of multipliers, proximal operator
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1 Introduction

Since the 1950s, with the foundational works by Dantzig (1963) and later developments in
the 1980s (Bertsekas and Tsitsiklis, 2015), various research communities have recognized the
importance of distributing computation to improve scalability. For example, the robotics
community has explored multi-robot simultaneous localization and planning, multi-robot
target tracking, and multi-robot task assignment (Shorinwa et al., 2023a). The machine
learning community has explored federated learning (Li et al., 2019) and distributed training
of neural networks (Yu et al., 2022).

In order to select parameters in statistical models, optimization methods can be used to
generate point estimates that aim at maximizing a given performance metric. A different
approach for selecting parameters relies on a Bayesian treatment, whose goal is to obtain
samples from the posterior distribution on the parameter space (Andrieu et al., 2003; Sekkat,
2022). Sampling methods constitute an important module in such a Bayesian paradigm,
because they allow us to retain a full probabilistic framework of the uncertainty affecting our
statistical model. Such Bayesian approaches are usually employed to avoid overfitting (Bhar
et al., 2023; Andrieu et al., 2003) and perform uncertainty quantification (Bhar et al., 2023;
Andrieu et al., 2003). Techniques based on Markov chain Monte Carlo (MCMC) (Andrieu
et al., 2003), variational inference (Blei et al., 2017), and Langevin dynamics (Welling and
Teh, 2011) have been proposed to perform sampling.

In this paper, we seek a distributed sampling mechanism for two reasons. First, there are
applications in which the available data is spatially distributed, and collecting such data in
a central processing unit is not feasible due to privacy issues, communication constraints or
simply the size of the data. Second, the agents that hold the local, private data are usually
equipped with computational power, thus enabling local computations using a (small) subset
of the entire dataset.

Our proposed sampling scheme leverages the consensus alternating direction method of
multipliers (ADMM), termed C-ADMM, presented by Mateos et al. (2010); Shorinwa et al.
(2023a,b), and Shi et al. (2014). A unique and crucial feature of the proposed sampling
scheme, which we refer to as the distributed ADMM-based sampler (D-ADMMS), is the
addition of a noise term in the proximal step of C-ADMM. As opposed to existing litera-
ture (Giirbilizbalaban et al., 2021) that relies on gradient computations for the parameter
updates, the added noise and proximal updates of D-ADMMS are essential to its superior
convergence behavior. In summary, our main contributions are as follows:

e We show how to adapt C-ADMM to perform sampling in a distributed manner, by
designing a new distributed sampling algorithm, which is termed D-ADMMS.

e We develop a new analysis to show convergence of the distribution of the generated
iterates of D-ADMMS to the target distribution.

e We study the performance of the proposed scheme on regression tasks and discuss
advantages with respect to standard Langevin dynamics.

The remainder of the paper is structured as follows. In section 2, we review related
work. In section 3, we formulate the problem, while in section 4 we describe our proposed
approach. In section 5, we detail the convergence analysis of our proposed algorithm.
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Section 6 contains the numerical experiments. Finally, we conclude with closing remarks
and a discussion of future work in section 7.

2 Related Work

Langevin and Hamiltonian Gradient MCMC. When the goal is to sample from a
target distribution in Gibbs form (o exp —U(z)), discretizations of stochastic differential
equations (SDEs) are an attractive sampling technique because the stationary distribution
of these discretizations is usually close to the target distribution. Langevin algorithms are
MCMC methods based on the discretization of the overdamped Langevin diffusion, while
Hamiltonian algorithms are MCMC methods based on the underdamped Langevin diffusion.
Both Langevin and Hamiltonian methods scale well with high-dimensional sampling spaces
(Kungurtsev et al., 2023). They use first-order information of the target distribution to
guide the dynamics towards the relevant regions of the parameter space. The stationary
distribution of such algorithms, for example the unadjusted Langevin algorithm (ULA)
(Parayil et al., 2021), may contain a bias with respect to the stationary distribution of the
underlying SDE. To mitigate this bias, a Metropolis-Hastings correction can be introduced
at the expense of increasing computation. Stochastic optimization tools were combined with
Langevin dynamics by Welling and Teh (2011) to obtain a single-agent MCMC algorithm
that uses mini-batches of data at every iteration (to obtain gradient estimates), along with
a variable step-size and noise variance to guide convergence to the desired distribution.

These methods have recently been extended to the distributed setting, where the goal
is to sample from a distribution, which is proportional to exp — ) ;y, fi(x), in a network of
a set V of agents. The function f;, for ¢ € V), is only known to the corresponding agent 1.
Agents can communicate with their direct neighbors, as defined by the set of edges in the
communication graph. The methods that have been studied include: a modified version
of distributed stochastic gradient descent (Nedic and Ozdaglar, 2009), namely distributed
SGLD (D-SGLD) (Giirbiizbalaban et al., 2021), and a method called distributed stochas-
tic gradient Hamiltonian Monte Carlo (D-SGHMC) (Giirbiizbalaban et al., 2021), which is
an adaptation of the SGHMC method to the distributed setting. SGHMC can be faster
than SGLD, because it is based on the discretization of the underdamped inertial Langevin
diffusion, which converges to the stationary distribution faster than its overdamped coun-
terpart due to a momentum-based accelerating step. Giirbiizbalaban et al. (2021) provide
convergence guarantees of the probability distribution of the local iterates of each agent to
the target distribution in terms of Wasserstein distance.

A distributed Hamiltonian Monte-Carlo algorithm with a Metropolis acceptance step
was recently derived (Kungurtsev et al., 2023). Each agent estimates both first-order and
second-order information of the global potential function of the target distribution, making
this approach different from ours. The ULA, which is gradient-based, has also been modified
for the distributed case, giving rise to the D-ULA scheme (Parayil et al., 2021). Assuming
conditional independence among the data, the posterior is given as a product of local
posteriors that are used to define the local dynamics. The distributed gradient-based ULA
(Parayil et al., 2021) has been modified to reduce the communication requirements between
the agents by Bhar et al. (2023). The difference is that the local iterate is not shared at
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every iteration but only asynchronously by a triggering mechanism, which is based on the
iterate’s variation.

It should be evident from this discussion that most distributed sampling algorithms are
gradient-based. The optimization literature suggests that stochastic first-order methods are
usually not the fastest to converge (Ryu and Yin, 2022), and can be sensitive to the choice of
hyperparameters (Toulis et al., 2021). At the same time, C-ADMM offers fast convergence
in distributed optimization tasks (Shorinwa et al., 2023b). Motivated by this, we focus on
developing an ADMMe-inspired distributed sampling scheme.

Distributed MCMC. In the case of large datasets, data is divided among agents.
Sampling from the global posterior in this case can be done using parallelized MCMC.
Neiswanger et al. (2014) develop an MCMC sampling framework where each processing
unit contains part of the dataset. Each agent deploys an MCMC method independently
(without communicating) to sample from the product term of the global posterior related
to its dataset. Then, by appropriately combining these individual samples, samples from
the global posterior can be obtained, in the spirit of a divide-and-conquer scheme. The
combination procedure nevertheless requires a central coordinator. An alternative approach
is to use several Markov chains. Ahn et al. (2014) propose such a distributed sampling
algorithm based on stochastic gradient Langevin dynamics (SGLD). However, it requires a
central coordinator.

MCMUC and Federated Learning. The paradigm of SGLD has been used in the field
of federated learning (Deng et al., 2022) to convert optimization algorithms into sampling
algorithms. In federated learning, multiple agents aim to jointly optimize an objective
without sharing their private data. The agents containing the private data can communicate
with a centralized unit. Every iteration consists of a broadcast step, multiple local gradient
steps by each agent using its local function, and finally a consensus step. Inspired by SGLD,
the federated averaging optimization algorithm was modified into a gradient-based sampling
algorithm by adding noise in the local gradient updates (Deng et al., 2022). A combination of
gradient-based Langevin dynamics and compression techniques to reduce the communication
cost has been studied (Karagulyan and Richtarik, 2023). Nevertheless, the algorithm is not
applicable in a distributed setting because it assumes a centralized processing unit.

A generalization of the federated averaging algorithm to compute the mode of the pos-
terior distribution has been explored (Al-Shedivat et al., 2020). The centralized processing
unit performs gradient steps on a suitable objective, while the agents employ a variant of
stochastic gradient MCMC in order to compute local covariances and expectations. Finally,
a distributed method that minimizes the Kullback-Leibler (KL) divergence with the data
likelihood function extends federated learning (Lalitha et al., 2019). It consists of a local
Bayesian update, a projection onto the allowed family of posteriors, and a consensus step.

Proximal Langevin Algorithms. ADMM has a proximal update at each iteration.
The literature suggests that proximal operators are more stable than subgradients (Bauschke
and Combettes, 2011). Proximal optimization algorithms can be viewed as discretizations
of gradient flow differential equations, whose equilibria are the minimizers of the consid-
ered function (Parikh and Boyd, 2014). Analogously, although common forms of Langevin
MCMC methods employ subgradients, proximal MCMC methods possess favorable conver-
gence and efficiency properties (Durmus et al., 2018; Salim et al., 2019; Pereyra, 2016).
While the classical ULA is based on a forward Euler approximation of the Langevin SDE
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that has the target distribution as the stationary distribution, proximal Langevin algorithms
are based on discretizing an SDE whose stationary distribution equals the target distribu-
tion’s Moreau approximation (Pereyra, 2016). The regularity properties of the Moreau
approximation function lead to discrete approximations of the SDE with favourable sta-
bility and convergence qualities. To correct for the incurred error, a Metroplis-hastings
accept-reject step has been proposed (Pereyra, 2016). However, this algorithm requires
knowing the full energy function of the desired distribution at every iteration and therefore
it is not suitable for distributed computation.

A proximal stochastic Langevin algorithm has been proposed to sample from a distri-
bution o« exp —U(z) with U(x) = F(x) + >, Gi(z), where F' is smooth convex and Gj
are (possibly non-smooth) convex functions (Salim et al., 2019). The authors assume that
F(z) and G;(z) can be written as expectations of functions f(x,¢) and g¢;(x, &), where £ is
a random variable. This allows the use of stochastic information on F(z) and G;(z) when
designing the algorithm. At every iteration, a stochastic gradient step is taken with respect
to F(z) and Gaussian noise is added. Then, stochastic proximal operators of each G; are
deployed sequentially. Although our problem fits in this problem formulation, the algorithm
by Salim et al. (2019) is not suitable for deployment in a distributed network setting, as it
requires the sequential deployment of the proximal operators.

Connections between ADMM, Sampling, and SDEs. ADMM is an optimization
method that has been developed to combine the robustness and convergence of the method
of multipliers and the decomposability of dual ascent (Boyd et al., 2011). Vono et al. (2019)
propose fast and efficient variations of the Gibbs sampler, based on the idea of variable
splitting and variable augmentation, in order to sample from exp — ), fi(z). The meth-
ods employ surrogate distributions, which converge in the limit to the target distribution,
and consist of sequentially sampling a variable from its conditional distribution on the re-
maining ones. If, instead of sampling, we perform MAP optimization at each step of their
proposed algorithm, we recover the ADMM optimization method. Although this method is
closely related to our proposed scheme, it requires centralized communication at every step,
as discussed in Vono et al. (2019, appendiz B). Other distributed sampling methods have
been proposed that are inspired by ADMM and the variable-splitting idea in optimization.
Rendell et al. (2020) introduce auxiliary variables and construct an MCMC algorithm on
an extended state space. Their algorithm can be partly deployed in a distributed manner
among agents, because the auxiliary variables are conditionally independent given the vari-
able of interest. The auxiliary variables can be independently sampled at each agent given
the variable of interest. The algorithm requires a centralized machine to sample the variable
of interest because the method consists of alternating between sampling the agent auziliary
variables given the variable of interest and vice versa. An instance of this approach, the
split Gibbs sampler, has been studied by Vono et al. (2022).

Connections between ADMM and SDEs are made for the case of a stochastic optimiza-
tion problem where the sum of a function g(z) and the expected value of another function
f(z,€), where £ is a random variable, is to be minimized (Zhou et al., 2020). At every
iteration, the primal variables are updated using a random sample of f, namely f(z,&;).
Zhou et al. (2020) prove that the primal iterate converges as the step size decreases, in some
sense, to the stochastic process satisfying a given SDE. Different from our formulation, the
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only noise in the setting of Zhou et al. (2020) stems from the noisy sample of fat every
iteration.

3 Problem Formulation

We consider a network of agents. Each agent i possesses a local function f;(z), where
r € R? In machine learning applications, f;(x) could pertain to the loss, as a function of
the model’s parameter x, on the agent ’s dataset. As such, f;(z) is considered unknown
to all agents other than agent ¢. This is due to privacy considerations and the high cost of
transmitting agent ¢’s data across the network. The overall goal is to sample in a distributed
manner from the distribution

i (@) o< exp—F(x), F(z) =Y fi(a). (1)
=%
Such a log-concave function arises as the posterior distribution in various Bayesian inference
problems, such as distributed Bayesian linear and logistic regression (Giirbiizbalaban et al.,
2021).

The communication topology of the network is characterized by an undirected graph
G=(W,E), where V ={1,..., N}, for some integer N, is the set of agents, and € C V xV is
the set of communication links, i.e., (i,7) € £ if and only if i # j and node i can communicate
directly with node j. The neighborhood of agent i is denoted N; = {j | (,7) € £}. The
cardinality of N; is denoted N;. Complementary to the undirected graph G, we also describe
the existing communication topology via a directed graph, G = (V,.A). Every edge e € £
is associated with two directed links in 4 that connect the same nodes as e. Therefore the
cardinality of A is twice that of &, i.e., |A] = 2|€|, and G, describes the same topology as
g.

4 Description of the Proposed Method

In this section, we introduce our proposed method, D-ADMMS. We start by providing
background material on distributed optimization and C-ADMM. We then describe how we
modify C-ADMM, which is used for distributed optimization, in order to obtain D-ADMMS,
which performs distributed sampling.

4.1 Background on C-ADMM for Distributed Optimization

In distributed optimization problems, we consider the set-up introduced in section 3. How-
ever, in distributed optimization we aim to solve the optimization problem

minimize i(x), 2

nimize 3 fi(x) @
iV

instead of sample from eq. (1). We may introduce a local optimization variable, x; for each

agent 7, and consensus constraints in order to obtain the optimization problem

minimize Z fi(zi)
{zi}tiev,

{Zi,j}u,j)es e (3)

subject to x; = x; V(i,j) € £.
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If G is connected, z* is an optimal point of problem (2) if and only if z; = *, Vi € V, is an
optimal point of problem (3). Problem (3) lends itself to a distributed treatment.
C-ADMM is a distributed optimization algorithm inspired by the method of multipliers,
which computes a primal-dual solution pair for the optimization problem via the augmented
Lagrangian: the primal variables x; are updated as the minimizers of the augmented La-
grangian and the dual variables are updated via (dual) gradient ascent on the augmented
Lagrangian Shorinwa et al. (2023b). C-ADMM introduces auxiliary optimization variables
to problem (3) for each consensus constraint, which allows for distributed update steps. At

step (k + 1), the primal variable of agent 1, x(kﬂ), is updated according to
®) 4 70 2
+z;
mgkﬂ) + argmin ¢ f;(x) +pZ i +p Z x — , (4)
; JEN; 2

while the dual variable of agent i at step (k+1), pgkﬂ), which corresponds to the consensus

constraints involving agent ¢ and its neighbors, is updated according to

(k+1 (_pl +PZ ( (k+1) k—i—l))’ (5)
JEN;

with initialization at zero.

4.2 The Proposed Method: D-ADMMS

Our distributed MCMC algorithm, D-ADMMS, is a modified version of the C-ADMM
optimization algorithm (Shorinwa et al., 2023b). In constrast to C-ADMM, which is a
distributed optimization algorithm, D-ADMMS is a distributed sampling algorithm. D-
ADMMS is given in Algorithm 1. A key feature of the proposed sampling scheme is the
added noise in the update of the primal variables. The MCMC sample corresponds to the
local primal variable l‘gk). At every iteration, each agent updates its local primal iterate by
solving a proximal problem. The primal update of D-ADMMS can equivalently be written

as

(k) (k) (k)
k41 T+ X V2 (k1) | D
"’”Eﬂzpmwﬁ{zM*mw§+)+w}’ ©
JEN; i %

where ; = 2/ (pN;). Each agent then communicates its primal variable to its neighbors

(%)

and updates its dual variable p;”’ based on the disagreement of the primal variables of the
neighboring agents. The inspiration of the added noise in the proximal step is derived from
the algorithm by Salim et al. (2019). The first step at each iteration of the algorithm by
Salim et al. (2019) consists of a noiseless gradient step and then a proximal update with
added noise. In D-ADMMS, the noiseless gradient step corresponds to the update of the
dual variables, while the primal variables are updated with a noisy proximal step. The

scaling of the noise involved is however different between the two algorithms.

5 Theoretical Analysis of the Proposed Method

We study the convergence of the distribution associated with the primal iterates, :L‘Z(k), of the
proposed algorithm, D-ADMMS, to the target distribution p*(z), in terms of 2-Wasserstein
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Algorithm 1: Proposed Algorithm (D-ADMMS)

Initialization: & < 0, 2" e R4 p™ =0 vieV
Parameters: p > 0
Output: samples 2* ) ey

do in parallel Vi € V
w™ < N(0, 1)

1

2
k+1 . T 2 F) 4z (F)
E+)%argm1nm fi(m)—i-pl(-)a:-i-pEjeM r——5"+

2
V2 )

x op i

2
Communicate xgkﬂ) to neighbors j € N
(

Receive x ij) from neighbors j € N;

pl(kJrl) - pz(k) 4 ijEM (xngrl) - x§k+1)>

k+—k+1

distance. The 2-Wasserstein distance between two probability measures p and v with finite
second moments is defined as

1/2
W) = (| Beer o= ol?) ™

where I'(u, v) is the set of all couplings between p and v (Villani and Villani, 2009). We
adopt a convex analysis perspective. We base our analysis of the convergence rate (with
respect to the iterates’ Wasserstein distance to the target distribution) of D-ADMMS on
the analysis of the convergence rate (with respect to the iterates’ Euclidian distance to the
optimal point) of C-ADMM by Shi et al. (2014). Modifying the analysis by Shi et al. (2014)
for our purposes is not trivial for two reasons: i) the added noise in the primal update
of D-ADMMS gives rise to terms that do not exist in C-ADMM, and ii) it is not straight
forward how to obtain a Wasserstein distance bound on the distribution of the iterates from
a Euclidian distance bound of the iterates. We use ||-|| for the standard Euclidean norm
and ||-||4 for the G-matrix norm (-)7G(").

This section is organized as follows. We start the first subsection by stating our as-
sumptions and introducing helpful quantities. We finish it with a lemma that shows the
equivalence of the D-ADMMS updates and a different set of updates, which involve the
same primal variables. This second set of updates is used in our analysis. In the second
subsection, we prove a recursive inequality for the Wasserstein distance between the dis-
tribution of the primal iterates of D-ADMMS and the target distribution of eq. (1). Our
main result is Theorem 3, which is included in the third subsection. Theorem 3 states that
there exists a decreasing upper-bound on the Wasserstein distance between the distribution
of the primal iterates of D-ADMMS and the target distribution of eq. (1), as the iterations
evolve.
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5.1 Assumptions, Definitions, and an Equivalent Expression of D-ADMMS

Assumption 1 The local objective functions f;(z) are strongly conver: Vaq,xy € RY, Vi €
V, it holds that

(Vfi(za) = Vfi(p), Ta — ) > my,|wa — )%, my, > 0.

Assumption 2 The gradients of the local objective functions are Lipschitz continuous:
Vg, z, € R, Vi €V, it holds that

IV fi(xa) =V filzp)|| < My ||z = 2ll, My, > 0.
Assumption 3 The graph topology G is connected.

We further define the consensus convex optimization problem associated with u* as

Ir%in%mize Z fi(zq)
TifieV, .
{#i,5}6.5)ea i€V (8)

subject to x; = 25, T; = 2 v(i,j) € A

Concatenating each z; in X € RN? and all zijin Z € RMI? we may write the constraint
of eq. (8) as
AX +BZ=0. (9)

Here, A = [A1; Ay], where Ay, Ay € RMIXN Tf (5 5) € A and z; j is the g-th block of Z,
then the (g, ) block of A; and the (g, j) block of A are the the d x d identity matrices. All
other blocks of Ay, Ay contain zero entries. Also B = [—I|A|d; —I|A|d], where I| 4/ is the
|A|d x | A|d identity matrix. We define f(X) = >"..y, fi(x;). By Assumptions 1 and 2, f(X)
is strongly convex with constant m; = min; my, and its gradients are Lipschitz continuous
with constant M; = max; My,.

Assumption 4 ) .., fi(z) admits a (unique) minimizer.

Problem (8) then admits a unique solution (X*, Z*), because G is connected and ) ;. fi()
admits a unique minimizer. It is evident that the optimization problem (8) is related to our
problem of interest, which is to sample from distribution (1) in a distributed manner, but
solving problem (8) is not our objective. In our analysis, we use the minimizer of problem
(8) as a fixed point to which the Euclidian distance of the primal iterates of D-ADMMS can
be bounded. By assigning a point mass distribution to this fixed point, we are then able
to obtain relations for the Wasserstein distance of the primal iterates of D-ADMMS to the
target distribution.

We now introduce matrices M_, My, L_, L, and D, based on the network topology G.
My and M_ are the extended unoriented and oriented incidence matrices of G4, respectively.
L, and L_ are the extended signless and signed Laplacian matrices of G, respectively. D
is the extended degree matrix of G. By “extended” we mean the Kronecker product with
I;. We also denote w*) = (wgk), R wg\’;)) e RN, and p) = (pgk), e ,pg\l,c)) e RV,
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Lemma 1 Define 8 € R4 The update equations of D-ADMMS in Algorithm 1 can be
derived from the iterates

V(X (k—i—l)) M 5 (k+1) | /2 Dgyk+D) —pM (Z(k 7 (k+1) )7 (10)
fMIX( > A (12)

where X¥) is the concatenation of the m from Algorithm 1.

Proof The proof is included in Appendix A. |

By the lemma above, we may analyze the primal iterates of D-ADMMS using eq. (10-12).
The Karush-Kuhn-Tucker (KKT) conditions for problem (8) are

VF(X*)+ M_B* =0, (13)
MEX* =0, (14)

1 * *
GMIX*—7" =0, (15)

as described by Shi et al. (2014), where 8* denotes the unique optimal multiplier that exists
in the column space of M7. Since the equality constraints of problem (8) are feasible, by
Slater’s condition (Boyd and Vandenberghe, 2004 ), there exists an optimal multiplier /3 that
satisfies the KKT conditions. Its projection onto the column space of M7 is 3*, as analyzed
by Shi et al. (2014).

Assumption 5 8 is in the column space of MT.

By inspection of eq. (11), we observe that under Assumption 5, B*) is in the column space
of MT for all k > 0.

5.2 A Recursive Inequality of Convergence for D-ADMMS
We define U = (Z, 8), G = diag{plaj¢|q; %IQ‘SW}, and U* = (Z*,5*). We also denote the

largest singular value and the smallest nonzero singular value of a matrix M, as omax(M),
and oy (M) respectively. We may now compute recursive bounds on U *) and X*), Then
we can obtain recursive bounds on the Wasserstein distance of the iterate. We denote .
as the probability distribution of random variable (). Also p*(X) = Hfi 1 1 (x;). Finally
WE (g, po) = pW2(pga, pze) + (1/ p)W (g, puge)-

Lemma 2 Under Assumptions (1-5), for any k > 1, there exists a 6 > 0, such that the
distribution of the iterates of D-ADMMS satisfies the relation

W (px ey, ') < a (e, pu= )+

\/i

1
—— JE (|| Dw*+D|12) + W « 1), (16
\fmf\/ (H w [ ) (NX _#wa(kH) 1), (16)

10
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and Wa (g, o) is recursively upper-bounded by

2
E (5 (++D) E (y(++1)
Wa (pp s s po+) < VaWa (ppw, pros) + (2\fa) + | [ E (r(+D) — “ova B

where y
(k+1) _ 5 9 _(k+1) (k+1) _ca (k+1)
Y =2 w + cOmax (M=) /p|| Dw* || + [ Dw™ (18)
vl

SktD) @w(kH)HDw(kH)H er<w(1c4r1)>2jL LQHDw(k—H)HZ
my 2mf

2
Y2 D2 o DO, (19)
mpy

@) = | —=— DD 4 [ VZDw D),
ﬁmf
—1)o2, (M-
5= min{ ( 2)"“(1;4( ) ), T } >0, (20)
KO K
masx LT foRax(My) + m
and
2my + 1 1 2v/26
a = = C = s
2my(1+96)’ 2(1446)’ (1+6)o2,, (M_)
2
PO max (M=) 20
d = = . 21
> T om0y Y
Proof The proof is included in Appendix B. |

5.3 Our Main Result

By inspection of eq. (17-21), if there exists a p > 0 such that ¢ satisfies 2m¢d > 1, then
(k)

a < 1 and we have convergence in terms of Wasserstein distance for the primal iterates z;
This idea is formalized in the following theorem, whose result depends on the condition
number of f(X), 77 = %, and the condition number of the graph topology, 7 = %

mg

Theorem 3 Assume Assumptions (1-5) hold and ijl, /7'172 + 4157 - 172 > m]l is true.
Then, there exists a p > 0 such that a <1 and

k 1 Y
w )< — W, .
(Mx<k+1>,ﬂ ) < N (\/a) a(pyo, po+) + a1 = \/5+
1 VR 1
E (|| Dw*+1)||2 %% . *
\/TTfl _ \/a + \/imf\/ (H w H )+ (:U’X _ﬂ%nf[)w(/wrl)aﬂ )7

Y and R are upper bounds on the terms E (y(l)) and E (r(l)) respectively, and Y, R > 0
holds.
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Proof The proof is included in Appendix C. |
Because of the definitions L, = M+ + and L_ = 1M,]WF;F, we have that ¢ =
Imax (L+)

AR omin(L—) is known as the graph’s algebraic connectivity (Shi et al., 2014), while

Omax (L4 ) is related to the node degrees of G (Cvetkovié et al., 2007). Assuming a ring-cyclic
graph topology of 5 agents, we have 7¢ = 1.7. If we further assume m; = 2, we get the
sufficient condition for convergence: 7; < 1.23. Increasing the connectedness of the graph,
for a fully connected graph of 5 agents, we have 7¢ = 1.26. Then, for my = 2, the sufficient
condition becomes 7y < V6. We observe that as the graph becomes more connected,
7e decreases. Then, fixing 7 and my, Theorem 1 implies that D-ADMMS converges if
the connectivity is above a certain threshold. In addition, a decreases with increasing
connectivity. The convergence upper bound however also contains terms, including Y and R,
which depend on noise and topology characteristics and can increase as the graph becomes
more connected (D has larger values in its diagonal and a decreases).

We also note that the sufficient convergence condition m;l <7 11 /Ts 24 7, 2_ 7]72

is not symmetric with respect to the condition number 7¢. In other words, scaling the
functions f; by a common constant, which does not change 7y, modifies the convergence
condition. This is because the scaling constant affects the solution of the proximal update
for xz(kﬂ).

Since ADMM is practically stable when the f; are not strongly convex, e.g., for indicator
functions, our algorithm is also applicable in this case. However, the theoretical analysis

above assumes strong convexity.

6 Simulation Results

In this section, we test D-ADMMS in simulation. We first discuss the existing baselines
from the literature and then provide simulation results for two different scenarios: Bayesian
linear regression and Bayesian logistic regression.!

6.1 Description of Baseline Algorithms

We compare our proposed algorithm against D-SGLD (Giirbiizbalaban et al., 2021), D-
SGHMC (Giirbiizbalaban et al., 2021), and D-ULA (Parayil et al., 2021). We let S be
a doubly stochastic matrix associated with the network’s communication topology, i.e., a
matrix whose (4, j)-entry, which we denote by S;;, is non-negative and less than one, and is
different from zero if and only if the entry j € N;; whenever j = i, we let S;; be defined as
1-— Z]E/\fz‘ Szg

D-SGLD is characterized by

kH Z Sij —npsarpV fi(z k +\/277DSGLD7~U( LR (kH) ~N(0,1). (22)
JeEN;U{i}

1. The source code for the presented experiments can be found in the following repository: https://
github.com/sisl/Distributed_ADMM_Sampler
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D-SGHMC proceeds with

o = o = moscanie (1 + VA + Varmseacu . w ™ ~ VoD,

2= N 55l + psamacyY. (24)

JENULi}

Finally, D-ULA evolves through the update

xEkJrl) _ xz(k) ) Z (:Egk) _ xgk)) _ a(k)Nvfi(xZ(k))
JEN;
+v2a®w*Y D A0, NT). (25)

6.2 Bayesian Linear Regression
6.2.1 PROBLEM

We study the distributed Bayesian linear regression setting. We consider a varying number
of agents (N = 5,20, 100) and a varying network topology (fully connected, ring-cyclic, and
no-edge) in our results. We assume that the model parameter is z € R?, and we simulate
IID data points (2!, ') for each agent through

6L ~ N(0,€21), 2 ~ N(0,1), of = 22! + 6. (26)

We assign ¢ = 4. The prior on z is N(0,A\I) with A = 10. Each agent is assigned n;
independent samples. The global posterior, from which we aim to sample, by a simple
application of Bayes’ rule, is of the form 7(x) oc exp — >,y fi(x), where

2522( — o)+ e, (27)

6.2.2 ALGORITHM

We do not perform hyper-parameter tuning and assume 7npsgrp = 0.009, npscumc =
0.1, v = 7, as done by Giirbiizbalaban et al. (2021), while p = 5. For D-ULA, we follow the
logistic regression example by Parayil et al. (2021) with modifications to avoid divergence.
We assume o¥) = 0.00082/(230 + k)X2, (%) = 0.48/(230 + k)X* We assume x; = x2 = 0.05
for the cyclic and no-edge topologies. For the case of the fully connected graph: when
N = 5,20 we assume x; = 0.55 and xs = 0.05. Note that the selection of parameters
for D-ULA does not satisfy the conditions presented in the original paper (Parayil et al.,
2021), but the selected parameter values perform well experimentally. The algorithm by
Parayil et al. (2021) required the most testing to determine suitable parameters. Note that
;1:2(-0) ~ N(0,1), Vi € V for all algorithms. We also test two cases for n; equal to 50 and 200.
We tune the parameters independently for both values of n;.

13
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6.2.3 RESULTS

We present results with respect to the 2-Wasserstein distance between the empirical distri-
bution of the iterates xgk) and the true posterior in Figures 1 and 2 for n; = 50 and n; = 200
respectively. The true posterior and the iterate distributions are Gaussian (Giirbiizbalaban
et al., 2021). Furthermore, the true posterior is known in closed form (Giirbiizbalaban
et al., 2021). The Gaussian distribution of each agent’s iterate is estimated by empirically
computing the expectation and covariance through 100 independent trials. The same holds
for the average agent iterate ), ,, xgk) /N. The closed form of the 2-Wasserstein distance
between Gaussians, in the case of non-singular covariances, only involves the covariances
and means of the distributions (Givens and Shortt, 1984).

Figures 1 and 2 include the Wasserstein distance between the average iterate (avg) and
the target distribution and the Wasserstein distance between the iterate of an agent (ag) and
the target distribution. We observe that our proposed algorithm converges faster than the
other presented schemes (D-SGLD, D-ULA, D-SGHMC) in the cases of sparsely connected
network topology (ring-cyclic graph), while it can become slower for more connected graphs
(fully connected). This agrees with results in the optimization literature, which show that
C-ADMM can be slower as the communication topology becomes more connected (Bof
et al., 2018). In the case of a highly connected graph, the dual variables take a longer time
to converge because of the larger number of inter-agent disagreement terms involved, which
slows convergence. Although a in Theorem 1 decreases with increasing connectedness, the
theoretical upper bound need not decrease, because it includes terms that increase with
increased connectivity. Therefore, the experimental behavior is not necessarily misaligned
with the theoretical results.

We have also included the performance of ADMM (i.e., wgk) = 0 in Algorithm 1) in

(k)

Figures 1 and 2. ADMM is an optimization scheme and hence it drives ;" to a point with

an optimal value for the associated optimization problem, for any initialization of ajgk). We
observe that in the no-edge topology, ADMM performs exactly the same as D-ADMMS.
This is attributed to the last term of the primal update, which vanishes in the case of
a no-edge topology because no agent has any neighbors. The superior performance (in
Wasserstein distance) of ADMM compared to the sampling schemes for the case N = 100
can be attributed to the very small (< 1073) entries of the true posterior covariance in this
case, because of the large number of samples present. This means that simply finding the
MAP (which is also the mean because of Gaussian structure) with ADMM is enough for a
small Wasserstein distance to the true posterior distribution. For N = 100, the inability of
CVXPY (Diamond and Boyd, 2016) to converge justifies the exclusion of the fully connected
case.

The fast convergence (in cases) of D-ADMMS is intuitively attributed to the proxi-
mal primal update of the algorithm. D-ADMMS is able to take large steps in terms of
Wasserstein distance in the initial iterations because its primal update consists of com-
pletely solving an optimization problem. Even in the case of no-edge topology, we observe
the large reduction of Wasserstein distance in the early iterations. Nevertheless, because
each agent does not gather information from other agents in the update of its dual variables,
the trajectory in the primal space remains uncorrected in this case. This leads D-ADMMS
to converge farther from the target distribution.

14
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Figure 1: 2-Wasserstein distance to target distribution vs iteration for n; = 50. Both the
distance to the target distribution of the average iterate (avg) and a specific agent
iterate (ag) are provided for each method. For the sparsely connected (cyclic)
graph topology, our proposed algorithm (D-ADMMS) outperforms the baselines
(D-SGLD, D-ULA, D-SGHMC) in terms of Wasserstein distance between the
distribution of the agent iterate and the target distribution.

15



TZIKAS ET AL.

Results for 5 agents

Fully connected Cyclic No edges
—— D-SGLD, ag —— D-SGLD, ag —— D-SGLD, ag
~— D-SGLD, avg 1 ~— D-SGLD, avg 5 ~— D-SGLD, avg
5 —— D-ULA, ag 5 —— D-ULA, ag —— D-ULA, ag
—— D-ULA, avg —— D-ULA, avg —— D-ULA, avg
—— D-SGHMC, ag —— D-SGHMC, ag —— D-SGHMC, ag
—— D-SGHMC, avg —— D-SGHMC, avg —— D-SGHMC, avg
D-ADMMS, ag D-ADMMS, ag 4 D-ADMMS, ag
4 —— D-ADMMS, avg 4 —— D-ADMMS, avg ~—— D-ADMMS, avg
ADMM, ag ADMM, ag ADMM, ag
~~- ADMM, avg ~~- ADMM, avg ~~- ADMM, avg
g g g
g g g
§ § 53
%3 23 kol
=) =) =]
€ < <
2 2 K]
§ § §
@ a a
g2 g2 £2
1 1 1
0 0 0
0 5 10 15 20 25 30 0 5 10 15 20 25 30 4 5 10 15 20 25 30
Iteration Iteration Iteration
Results for 20 agents
Fully connected Cyclic No edges
2.00
—— D-SGLD, ag —— D-SGLD, ag —— D-SGLD, ag
10 —— D-SGLD, avg —— D-SGLD, avg —— D-SGLD, avg
—— D-ULA, ag —— D-ULA, ag 1.75 —— D-ULA, ag
— DULA, avg 08 — D-ULA, avg — DULA, avg
~— D-SGHMC, ag | ~— D-SGHMC, ag ~— D-SGHMC, ag
08 —— D-SGHMC, avg —— D-SGHMC, avg 1.50 —— D-SGHMC, avg
~—— D-ADMMS, ag —— D-ADMMS, ag ~—— D-ADMMS, ag
—— D-ADMMS, avg —— D-ADMMS, avg —— D-ADMMS, avg
I ADMM goe g12s
2 ., ag g ADMM, ag 13 ADMM, ag
£o06 ~~- ADMM, avg 2 ~~- ADMM, avg 2 ~~- ADMM, avg
s 5 S
£ £ £ 1.00
2 2 2
5 204 2
g o4 g g
g g g 0.75
0.50
02 02
025
0.0 0.0
0.00
o 20 40 60 80 100 o 20 40 60 80 100 o 20 40 60 80 100
Iteration Iteration Iteration
Results for 100 agents
Cyclic No edges
54 —— D-SGLD, ag 5 —— D-SGLD, ag
——— D-SGLD, avg —— D-SGLD, avg
—— D-ULA, ag —— D-ULA, ag
—— D-ULA, avg —— D-ULA, avg
4 —— D-SGHMC, ag 4 —— D-SGHMC, ag
—— D-SGHMC, avg —— D-SGHMC, avg
] ~—— D-ADMMS, ag g ~—— D-ADMMS, ag
§ —— D-ADMMS, avg E —— D-ADMMS, avg
3 3 ~~- ADMM, ag o3 ~~- ADMM, ag
[a) o
< ~=~- ADMM, avg = ~=- ADMM, avg
o o
S S
g g
929 a2
) a
= =
19 1
0+ 0
0 10 20 30 40 50 0 10 20 30 40 50
Iteration Iteration

Figure 2: 2-Wasserstein distance to target distribution vs iteration for n; = 200. Both the
distance to the target distribution of the average iterate (avg) and a specific agent
iterate (ag) are provided for each method. For the sparsely connected (cyclic)
graph topology, our proposed algorithm (D-ADMMS) outperforms the baselines
(D-SGLD, D-ULA, D-SGHMC) in terms of Wasserstein distance between the
distribution of the agent iterate and the target distribution.
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6.2.4 ABLATION

We study the robustness of the proposed scheme with respect to its hyper-parameter p. We
note that D-ADMMS only requires setting the hyper-parameter p. In Figure 3, we assume a
network of 20 agents with n; = 50 and we compute the 2-Wasserstein distance between the
empirical distribution of an agent’s iterate, x,gk), when D-ADMMS is deployed, and the true
posterior. We deploy D-ADMMS with different values of p in order to study the algorithm’s
robustness to the choice of hyper-parameter. We use 100 trials in order to determine the
iterate’s empirical distribution.

Figure 4 shows the convergence in terms of 2-Wasserstein distance between an agent’s
iterate, when D-ADMMS is deployed, and the true posterior for a cyclic network of 20 agents
with n; = 50. In this case, however, we fix p = 5 and vary the initial probability distribution
of the 100 sample iterates. We perform 10 experiments. For the first experiment, we
assume that the initial distribution for each agent iterate is the standard normal (a:l(-o)
N(0,I), Vi € V). In each remaining experiment ¢, the 100 sample iterates are initially
drawn from the distribution N ((—1,2),%,), where ¥, = AquT, and the entries of A, are
drawn from the uniform 2/(0,10). Figure 5 demonstrates the evolution of samples in D-
ADMMS for a cyclic topology of 5 agents with n; = 50, z;(0) ~ N(0,I), p = 5, and
r € RL

~

Results for 20 agents
Cyclic

DI——S——___—_—_———msss%s5

Wasserstein Distance

Figure 3: 2-Wasserstein distance of an agent’s iterate to the target distribution for varying
p in D-ADMMS.

6.3 Bayesian Logistic Regression
6.3.1 PROBLEM

We consider the distributed Bayesian logistic regression setting. We consider a varying
number of agents (N = 5,20,50) and a varying network topology (fully connected, ring-
cyclic, and no-edge) in our results. We first create a dataset of IID (2!, ') pairs indexed by
I, where %' is a binary label (0 or 1). The likelihood function of a given sample for model
parameters x is

Py=1]zz)=(1+exp —:UTz)_l. (28)
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Results for 20 agents
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Figure 4: 2-Wasserstein distance of an agent’s iterate to the target distribution for varying
initial sample distribution in D-ADMMS. Standard refers to x;(0) ~ N (0, I).
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Figure 5: Evolution of the agents’ sample distributions in D-ADMMS for a cyclic network
of five agents. Each color corresponds to the samples of a different agent. We
also include the true global posterior distribution up to a scaling factor.

We assume z € R3. The prior distribution over the model parameters is A/(0, \I), where
A =10. A data point is created as follows:

2~ N(0,201), p' ~u(0,1), (29)

while the label ¢ is 1 if p! < (1 + exp —xTzl)fl and 0 otherwise. The parameter z is
sampled from its prior distribution and ¢/ (0, 1) denotes the uniform distribution between 0
and 1. Assume that each agent i possesses n; independent data points (zf, yé), where the
first 77; data points are those with label yﬁ = 1. Then the goal in Bayesian logistic regression
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is to sample from the global posterior, which is proportional to exp — ),y fi(x), where

[l
2AN’

fi(z) = i:log (1 + exp 1/}lez§> + (30)

=1

and ¢; = —1if 1 <[ < n;, while ¢; = 1 otherwise.

6.3.2 ALGORITHM

We use n; = 50, p =5, npsgLp = 0.0003, npscamc = 0.02, and v = 30 (Giirbilizbalaban
et al., 2021). For D-ULA, we assume a*) and ¢*) follow the same equations as in Section
6.2. We assume x1 = x2 = 0.05 for the cyclic and no-edge topologies. For the case of the
fully connected graph: when N = 5,20 we assume X1 = 0.55, x2 = 0.05, while for N = 50
we set x1 = x2 = 0.9.

6.3.3 DISCUSSION

Because the posterior does not admit a Gaussian explicit formula, instead of 2-Wasserstein
distance, we provide results for prediction accuracy. In Figure 6, we show the mean predic-
tion accuracy on the total dataset, along with the 4+ 1 standard deviation interval, of each
agent, based on its iterate xgk), as a function of the iteration. If P(y = 1| 2!; xl(k)) > 0.5,
the agent assigns label 1 to the data-point. The mean and standard deviation are computed
through 100 independent trials. We also include ADMM (i.e., wl(k) = 0 in Algorithm 1).

We observe that D-ADMMS is able to obtain the highest accuracy out of all the sampling
methods presented, in a smaller number of iterations for the cyclic topology. Its performance
is similar to that of ADMM. ADMM possesses superior performance because it converges
to the MAP model parameter, which is expected to have the highest accuracy. In addition,
the deviation from the mean accuracy is smaller for D-ADMMS in the cyclic topology. For
the no-edge topology, as in Bayesian linear regression, ADMM is identical to D-ADMMS. In
the fully connected case for N equal to 20 and 50 the decline in performance of D-ADMMS
is similar to that found in the Bayesian linear regression task. Overall, D-ADMMS performs
worse as the number of agents and the connectivity of the graph increase. This behavior
matches the observed performance in the Bayesian linear regression task.

7 Conclusions and Future Work

We proposed a novel distributed sampling algorithm based on ADMM. By using proximal
updates to generate samples in a distributed manner for a log-concave distribution, our
approach outperforms existing gradient-based algorithms. We have shown convergence
of the distribution of the iterates of our algorithm to the target distribution and have
demonstrated practical advantages for our method in regression problems. Despite these
promising results, limitations of the proposed algorithm include synchronous and lossless
communication among the agents of the network.

Future directions include: i) analyzing the proposed scheme as the discretization of a
stochastic differential equation to improve the convergence guarantees, ii) exploring connec-
tions between gradient flows and MCMC algorithms in distributed settings, iii) designing
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Figure 6: Prediction accuracy per iteration on complete dataset. We depict the accuracy per
iteration on the complete dataset for each agent along with a 1-std interval over
100 independent trials for varying network topology. For the sparsely connected
(cyclic) graph topology, our proposed algorithm (D-ADMMS) outperforms the
baselines (D-SGLD, D-ULA, D-SGHMC) in terms of prediction accuracy.
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distributed sampling algorithms based on accelerated first-order or higher-order optimiza-
tion methods, iv) considering distributed sampling with constrained support.
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Appendix A. Proof of Lemma 1

We substitute

1
§MIX(’“) —z® =0 (31)
into
10 G W VA (S S VY (Z(k) _ Z(k+1)) +V2Duwk+) =g, (32)
gl _ glk) _ Pt x(k+1) _ (33)
2 — )
to obtain

V(X ®HDY 4y gD — gM+MI (X(’“) - X(k“)) +V2Dw) =0, (34)

B(k+1) . B(k) _ gMTX(k—O—l) =0, (35)

We observe that eq. (34) depends on M_S*+1 rather than ST, We thus multiply eq.
(35) by M_ and obtain

M_p*D — pp g®) — Ly T x (kD — g, (36)
5 1
We substitute eq. (36) into eq. (34) and get
VD) 0 p® = P X - (Earem] + Ea M) x50 4 V2D o,
(37)

We define p®) = M_3%) and from eq. (36, 37) we obtain the equivalent updates

V(X EHD) §p) gM+MIX(’“) n (gM+MI n gM,MT) X*+D) 42 Dk+D) — o,
(38)

p+D _ k) _ gM_MTX(k—H) -0
(39)
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1

Notice that Ly = AM  MT L = 1M _M” and D = 3 (Ly + L_). Hence eq. (38-39) can
be written as

VAXEDY 4 p®) — pr, x®) 4 2pD X *HD 4 \/2Dyk+D — g, (40)

pEt) — p(k) _ o x (kD) — . (41)

We have thus established that eq. (10-12) imply eq. (40-41). By a simple inspection, we can

observe that eq. (40-41) are equivalent to the update equations of D-ADMMS in Algorithm
(k)

1, where X*) is the concatenation of the x; from Algorithm 1.

Appendix B. Proof of Lemma 2

Let us start with the following auxiliary lemma.

Lemma 4 Assume x,y € R". Then the inequality

o o1 + (s = DlllP > (1= 1) I (42)

holds for any k > 1.
Proof By expanding the left-hand side (LHS) of (42), we obtain

1
ol + 2a,3) + Il + (= D el > (1= 2 ) P
By bringing all terms to the LHS, we get
1
fllz ) + 2{x,y) + ;Hy\l2 > 0.
By multiplying both sides by « and noticing that k > 1 > 0, we get

Ikzl® + 2(kz, y) + ly]|* > 0,

which can be written as
|52+ y||* > 0,

this concluding the proof of the lemma. |

Our proof strategy leverages equations (10-12) and the KKT conditions in (13-15), which
yield the relations:

(k+1) _ plk) _ PysT (k+1) _ =
3 3 fu? (X X ) , (44)

Zk+D) _ gx %MI (X(k“) - X*) . (45)

We now exploit the relations in eq. (43-45) to show inequalities that hold for the iterates
generated by Algorithm 1. To this end, we split the analysis into five steps, which are
presented in the sequel.
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Step 1: A basic inequality

Since function f(X) is strongly convex (under Assumption 1), we obtain
m X0 - X712 < (X0 X+, (X E) - T (xX) =
(XD _ x* pa, (Z(k) _ Z(k+1)> ~ M. ( g+ ) Duw*+Dy =
px kD X (5(k+1) _ B*>> (XKD X /B DDy =
p(MEf (X(k—i—l) _ X*) ,ZW0) _ Z (k1))

— (M~ (X(k“) - X*) BRHD o gry (xHD _ x* \aDw DY (46)

The first equality holds due to eq. (43), the second and thrid ones hold by simply expanding
the terms and performing trivial algebraic manipulations. We substitute eq. (44-45) into
the last equation of (46) to obtain

mp| XEFY - X2 <

23 _ glk+1)
P

2p<Z(k+l) . Z*7 Z(k) o Z(k+1)> + ?5(k+1) _ﬁ*> _ <X(k+1) —X*, \/ti(k+1)> —

2 (U™ - U““*”)T G (Ut —p*) — (xED - x*, v2Duwkh), - (47)

where we recall that U¥) = (Z(®) g*)) and G = diag {PI2|5\d7 %Igmd}. Using the relation

(a—bb—c)g =l|la——c|% —|la—b||% —||b—c||% for the first term on the right-hand side of
eq. (47), with a = U®) | b = U*+D and ¢ = U*, we obtain

meX(kJrl) o X*H2 <

We now upper bound the last term

— (XD _ X+ VaDpw®HD) < | XFHD - x*[lv2Du )|

1 2
< 5 (Ix#D — x|+ |V2Du® )7, (49)
where we apply the inequality ab < %(a + b)2 in the last step. This yields

my | X0 — X2 < U - Ul
* 1 N 2
— U — U = U = 0 4 2 (XD - X 4 [V2Dw D)) (50)

Eq. (50) is the basic inequality of our analysis. The next steps of the proof constitute in
further developing such inequality.
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Step 2: Dealing with the term |U®) — UFFTD||2, 4 m || X *+D — X2
Observe that

[U® — UED g X0 - X2 =

1 *
pll 2 — 2D 4 230 BEDI g g XD - X (51)

We now focus on obtaining a lower bound for the right-hand side (RHS) term in eq. (51),
which will be done in two steps as described below.

STEP 2.1: AN INTERMEDIATE INEQUALITY

We show that the inequality

2 (M M2
PRO max k *
— 2( +) ||Z(k+1) o Z(k)HQ + . f ”X(k+1) - X ||2 >
(k= 1)o5,, (M) PO (M)
Lygtrn _ gepp - 2V2
p PO (M=)

min

M (B0 = g | D)

2

praiTa | A R

holds, for any x > 1. The first step to obtain inequality (52) is to manipulate the relation
in (43) by means of the inequality [la+b[|>+ (k—1)[|a]> > (1 — ) [|5]|? (see Lemma 2 for a
proof of this inequality), which holds for £ > 1. Indeed, setting a = V f(X#+D) — Vf(X*)
and b= M_ (5(k+1) —B*) + V2Dw* D) we obtain

(1-2) s (54 — ) + VDL

< oMy (2 = 20D 2 1 (5 — 1)V (XEHD) = v (X0 2
< P02 (M2 = ZW 2 4 (= DME|XED - X7, (53)

max

where the first inequality follows from ||a + b|| = ||pMy (Z®) — Z*+D|| due to (43), and the

second inequality follows by Lipschitz continuity of V f(X) and the fact that the largest
([ My ]
[E3

squares in the LHS of (53) and using the inequality (a,b) > —||a||||b||, we have that

singular value of M equals the induced 2-norm || M, || = max,g . By expanding the

(1= 1) (1 (9 = 87)[ = 2100 (50 = ) IIVEDWH | + [VEDU )

< P02 (M) 207D = 202 4 (s — DM XD — X2, (54)

We now use the fact that ||[M_ (81 — %) |2 > o2, (M_)||B%*+V) — 5*||? (because both
B* and S*+D lie in the column space of M7 and then multiply the resulting inequality by

m to obtain eq. (52)
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STEP 2.2: A TRIVIAL INEQUALITY

Notice that from eq. (45)
2050 - 272 = M (X0 - X2 < 2o (M)IXED - X2 (55)

By simple multiplication of both sides by p, we obtain
My)

ﬂ%HU—TWs“%fHXW”—XW? (56)

STEP 2.3: COMBINING THE RESULTS FROM STEPS 2.1 AND 2.2 TO OBTAIN (52)

We add inequality (56) into (52) to obtain

2
p max M M p .
(k— 1)02(. (J+\4)_) |20 — 282 + <(}\£4) + 4ar2ﬂax(M+)> X kD — x)2 >

min

1 2V/2
Z(k—‘rl) o Z* 2 - (k+1) X2 Ave M (k)+1) _PR* D (k-i—l)
ol 74 S8 = g = g =S I (84D — ) DD+
2
D (k+1) 2. 57
TS L
We now let
5= min{ (k= 1) n(j}\}(]\f_), i e } >0, (58)
Tinax (Mo HoEax(My) + poZ (M)
2
and notice that if 6 = % then o0 <mli\fM) + 4Umax(M+)> < my. Similarly, if
§ = 2L, then § %"(MAZ) < p. Therefore, by multiplying eq. (57) with
gar%lax(M+)+ ) ({\/I ) (N ) mln( )

mln

d, we obtain
pHZ(k—H) o Z(k)H2 + mf”X(k—i-l) N X*HQ >

1) 2v/26
(k4+1) _ xn2 4 Y ypk+1) _ px2 2V EY (k+1) _ % (k+1)
P32 = 27+ S — 3P — =S I (B — 5 D)+

min(
—5—— [Dw* I (59)

pa?nin(M—)
We add the positive term %Hﬁ(kﬂ) — [5’(”“)”2 to the LHS of the last equation and apply the
definition of |[U*+D — UW®)||2, to get

[T+ — U0 XD — X2 >

Sl — U - AlﬂM-@Wm—B)WDM“WH

mln(
20
WHDU’UQH) HQ' (60)
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The last equation is a lower bound for the term [[U®) — UFEFD||2, 4| X BHD - x*||12]
thus concluding step 2 of the proof.

Step 3: Manipulating the lower bound (60) of ||[U®) — U*+1D)12, 4 || X B+ — x*||2

We combine inequality (60) with eq. (50) and obtain

1
2(1+0)

|a- (8040 - g) || D)

1
I — UG < Il = U*E +

— 14946
2v/26
(1 + 6)O'?nin(M—)

2
(16D = X + V2D )+

20

(1_’_5)p0.2' (M_)“Dw(k+1)“27 (61)

by using a < b < ¢ = a < ¢, where b stands for [|U*+1) —U®)|12, 4 m || X+ — X*||2, and
some algebraic manipulations.

STEP 3.1: AN INTERMEDIATE TRICK

Eq. (48) also gives us the upper bound

1

||X(k+1) B X*HQ < HU(k) o U*H%‘ + —<X(k+1) _ X*, _\/ti(k+1)>’ (62)
mg

1
mg
which, by completing the square, is equivalently written as

1 1 1
ms mg My

We now work to reform the second and third terms on the (RHS) of eq. (61).

STEP 3.2: MANIPULATING THE THIRD TERM ON THE RHS OF EQ. (61)

We first manipulate the third term of eq. (61). From eq. (44) we have that

B+l _ gx — gk) _ g | ng (X(’”l) — X*) . (64)
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which gives

[0 (85D = 8 | < o (M) |85 — 7
* pamax M— *
< o (01-) (189 = ) + P et e )
SUmax(M—)'
) _ gop 4 PTmax (M) [ eterny ey L 5 ey Wk
(Hﬁ B 5 I Vam, w V]| H\f |
Samax(M )
(k) _ p* PTmax (M) i Uk — [7*||2 1 Dwk+1)]12 1 DwF+D)
(HB R a fe I+ Gzl Dwt DI+ Dt

< Omax(M-)y/p\/ U — U*[|, +

2 (M_ 1 1 1
PTinax(M-) ( —|[U® —U*||2 + — || Dw+D]2 + HDw(’““)H) . (65)
2 my 2mf \/imf

The first step in the reasoning above applies the Euclidian norm and uses the properties of
the singular values of a matrix. The second step uses the triangle inequality property of the
Euclidian norm, eq. (64), and the properties of the singular values of a matrix. The third
step uses the triangle inequality as well. The fourth step uses eq. (63). Finally, the fifth
step uses the fact that

189 = 57l = Vo 1) — P < ﬁ\/ 1B — g1+ 0l = 2% (66)

and the definition of ||U®) — U*||2,.

STEP 3.3: MANIPULATING THE SECOND TERM ON THE RHS oF EQ. (61)

For the second term of eq. (61), we get

2
(XD = x| + |V2DwD]) <
2

1 1
X HHD — X 4 \[pr(kﬂ)” + ||fTDw(kH)H +[[V2Dw™ | | <
mg my

o+ >0

LHU(’“)—U*||%;+21D(’“+1)HX(’““)—X*+;D k+1)||+< k+1)) —|—%||Dw(k+1)\|2§
my V2my 2my

1 1 1 2 1
TS0 200D, [ [UW Ut 4 g [ Dut (a3 ) o D,
TTLf mf 2mf me

(67)
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by using the triangle inequality of the Euclidian norm, and then simply developing the
square and using eq. (63).

Step 4: Simplifying the recursive relationship (61) for |U*+D) — U*||2,

By replacing the third and second term on the RHS of eq. (61), with their upper bounds,
eq. (65) and eq. (67) respectively, and by combining like terms, we obtain

2me+ 1
H 2 < st

R )||U<’“ —U*|1&+
h/—/

a

1 1 1 2 1
20k (k) _ [7*||2 Dwk+1) (2 p(k+1) DwF+1 2
2<1+5><“’ IV = U+ 5 IDwtb |2 4 (@) S IDu )2 ) 4
——

f f
b

2\f5
(1+6)0? (M)||Dw(k+1)||<0max(M_)\/ﬁ U — U*|2 +
2
PTmax (M=) LHU(k) U3 + %HDw(kJ—f—l)HQ n ”;Dw(lﬁl)”
# mpy me \/imf
d
20
DwktD 2.
T Aoy PR (68)

e

We will now use the fact va + b < y/a + Vb for a,b > 0. Eq. (68) then gives us

b

U4 0% < allU® U7+ 2—— DU ® 0 g + 22—+ D)
mpy V2my

b
wo () g 2\|Dw<k+1>|12+camax<Mf>m|Dw<’f+l>HHU(’“—U*nc
m
f

d
+ —— D[0P — U + —=— [ DD +
f

||Dw(k:+1)||2 N equ(k—‘rl)HQ

d
\@ N

= aIIU — Ui+

b cd
204D 4 o (M) /B D+ 4+ | Do) ) U ®) — 0
( N N

y(++1)

n (\/wa(k+1)||Dw(k+1)|| Lb (w(k+1))2 b
my 2mf

r(k+1)

b 2cd
w02 2 ke eer(’“*”W) '
mpy

(69)
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By simple substitution of the labeled quantities, we have

[UED — )1, < al|U® — U4 + y*D 4/ |U® — |2, + rE+D. (70)

An important fact is that y*t1) #*+1) only depend on the noise at iteration (k + 1), i.e.,

these terms are a function of w*+1),

Step 5: Obtaining bounds for the Wasserstein distances

We now choose the coupling? between the marginal probability distribution of Z®*) and Z*
(which is seen as a random variable with point mass at the value Z*) to be that for which
their normed distance squared is minimized. We do the same for the coupling between
B+ and g* (which is also seen as a random variable with point mass at value 5*). Using
Jensen’s inequality for concave functions and the independence between w*+1) and U®),
we get

We(iyoin, o) < U = U8 < aWe(ppoo, noe )+
E (34 /Wy, pr-) + E (rE+D)

(k+1)\ \ 2 kDY \ 2
< (\/aWG(MUUC)»MU*) + E(g\/&)> +E <T(k+1)) - (IE(;/\@)) - (1)

We can now bound the Wasserstein distance, by using va + b < y/a + Vb for a,b > 0,

2
E y(k+1) E y(k+1)
Wa(pyon, pu+) < \/aWG(MU(k)a,UU*) + (Q\fa) +4||E (T(kﬂ)) - (2\fa) |

h(k+1)
(72)
From eq. (63) and by applying the same reasoning as before, we obtain

1 1
W2t o2 puteen) < oWl w) + 5B (IDwH02). (@)

By using v/a + b < v/a + v/b for a,b > 0, we finally get

W(Hx(’vﬂ) yMxx 1 pyy(k+1) )

<
ﬂmf ‘/mf

The triangle inequality of the 2-Wasserstein distance yields

1
W, . k+1) (|2

W(Mx(k+1)>ﬂ*) < W(Mx(kﬂ),/lx*_#pw(kﬂ)) + W(Mx*_#Dw(k+l>7N*)> (75)
mf mf

2. Assume that = and y are two random variables with marginal distributions p(z) and p(y) respectively.
Then the coupling between x and y is given by the joint distribution p(z,y), such that p(z) = >_, p(z,y)
and p(y) = >, p(x,y). The coupling is determined by the conditional distribution p(z | y) such that
p(z,y) = p(z [ y)p(y)-
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and by eq. (71,74), we obtain the final bound

1
W * , . D (k+1) |2
(Hx o, ') < We g o, pu+) + NG f\/E(\ wk+1)]|2) 4-

W (ptxe_ i Duk+D) ©), (76)

2mf

1
vIf

where the last two terms in the RHS are constants.

Appendix C. Proof of Theorem 3

The proof of Theorem 3 is based on two steps: i) we telescopically expand the inequality of
eq. (17), and ii) we find sufficient conditions for the telescopic sum to be decreasing with
increasing iteration number.

Step 1: Telescopically expanding eq. (13)

We start from eq. (17) of the main body, which is also given below for convenience,

2v/a 2\/a
(77)
We first manipulate the last term on the RHS. By the triangle inequality of the absolute
value, we have that

|E (r(k+D) — (W) | < A|E (r+D) |+ | (IE(;/(;;))> . (78)

E (y*+1) E (y5+D) )\ 2
Wa (g s o) < VaWa (pgron, po) + E(y*) 4| | E (40 = < (v )> .

By the property va + b < y/a + Vb for a,b > 0, we further have

2 2
|]E(r(k+1)) I+ <E(y(k+1))> | < |E(r(k+1)) = <E(y(k+1))> |. (79)

2v/a 2v/a
Therefore eq. (17) can be written as

E (y(k+1))
Va

since y*t1 > 0. We recursively apply the inequality above to obtain

Wa(pg ke, pu+) < VaWe(pgw , po) + + /| E (r:+D) |, (80)

k1
Wepyen, pu+) < (Va) T We(ugo, po)+

k+1 k+1
S (VA TE(40) + 3 (a) T IEG®) | s
=1 =1
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From eq. (18-21), we note that for given a, b, ¢, d, and e, the terms E (y(l)) and E (r(l)) are
bounded, as they only depend on the noise at iteration [ and the Euclidian norm, as well
as the square of the Euclidian norm, of a Gaussian random variable are bounded. Assume
the terms E (y(l)) and E (r(l)) are bounded by Y > 0 and R > 0 respectively. Then, eq.
(81) becomes

k+1 k+1

Wapgen, poe) < (Va) ™ Welpgo, po=) + - (Va)' v + 3 (Va)" VR, (82)
=1

=1

Combining eq. (82) with eq. (16) in the main body, we obtain

(Va)* Waugo, pu)+

k 1 k

o) Ty — )" 'VR
;(W) +W;(xf) +

1 \/
= JE (Il Dw*+1)]|2 . *
Ty VEIDWSDIP) + W e i), (59)

W, u*) <

E

where the last two terms on the RHS are constants. Assuming that a < 1, then, since a > 0,
we have >, ak = ﬁ, which leads to the inequality

(Va)* We(upo, no-)+

1 y o1 \/R+
Vamyl—y/a  /myl—+/a

ol
E (| Dw®+D||2) + W (1 y» Jut). (84
o VEUIDWODIE) £ Wl e ). (80
From the last equation, we observe that if a < 1, the upper bound for the Wasserstein
distance W (pxx+1), u*) decreases as the iteration number increases. This is because the
first term on the RHS of eq. (84) decreases as k increases, while the remaining terms on
the RHS of eq. (84) are constants for all iterations k& > 0.

W (px ey, ) <

3

Step 2: Finding sufficient conditions for a < 1

We start with the definition of § from eq. (20) of the main body. We observe that § is a
function of both x and p, given by

. K —1 U?ﬂin M_ m
5(’17 p) = mln{ ( /{0.2) (]\4( ) )7 ! KkM? } (85)
max T fohax(My) + ﬁ}f\u

PO min

We observe that only the second argument in the definition of §(k, p) depends on p. As-
suming a k > 1 is selected, then the value

23 M I
Jmin(Mf)O'rnax(M+)

plr) = (36)
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maximizes the second term in the min of eq. (85) and therefore § for the given x. In other
words, p(k) from eq. (86) maximizes d(x, p) for the given k. The maximum ¢ as a function
of k, termed dpax(k), is hence given by

(87)

5max("£) - min{ (,i — 1)012nin(Mf) mfamin(Mf) }

K0 ax(M4) 7 k3 Mpomax (M)

In order to find the maximum (&, p) we need to maximize dyax(r) in eq. (87) with respect
to k. We observe that the first term in eq. (87) is monotonically increasing as a function k&,
while the second term in eq. (87) is monotonically decreasing as a function k. Therefore,
to obtain the maximum J, we choose k such that the two terms are equal. Such a k exists
and comes out to be

1
R4 5,455+ 5+ 6 >, (88)
T ¢ 27'f
where
Cmax(My) My

=2 (89)

By plugging in k from eq. (88) to eq. (87), we get the maximum possible value of §(k, p)

to be
1 1 4 1
5max:T 72+72_72- (90)
T\ TF TG 2Tf

We turn our attention to the definition of @ in eq. (21). a < 1 if and only if 2msé > 1.
Therefore, for convergence we need

1
Oy > —— 91
ma >2mf (91)

A sufficient condition for convergence is thus the following

mpy m?‘ 4o (M) _ m? 1
L+ — >~ (92)
M\ M? T o2, (M) M7 my

The last equation can equivalently be written as

T At = > m (93)
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